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ABSTRACT

The water flow-like algorithm (WFA) is a relatively new metaheuristic algorithm, which has shown good
solution for the Travelling Salesman Problem (TSP) and is comparable to state of the art results. The
basic WFA for TSP uses a 2-opt searching method to decide a water flow splitting decision. Previous
algorithms, such as the Ant Colony System for the TSP, has shown that using k-opt (k>2) improves the
solution, but increases its complexity exponentially. Therefore, this paper aims to present the performance
of the WFA-TSP using 3-opt and 4-opt, respectively, compare them with the basic WFA-TSP using 2-opt
and the state of the art algorithms. The algorithms are evaluated using 16 benchmarks TSP datasets. The
experimental results show that the proposed WFA-TSP-4opt outperforms in solution quality compare
with others, due to its capacity of more exploration and less convergence.

Keywords: Combinatorial optimization, Nature-inspired metaheuristics, Traveling Salesman Problem,
Water flow-liked algorithm

INTRODUCTION

The Travelling Salesman Problem (TSP) is
one of the most widely studied problems in

1996). The TSP aims to find the shortest trip
from a starting point, visiting all cities in a
route exactly once and returning to the start
combinatorial optimization (Martin & Otto, point. The total number of possible routes is
(n-1)!/2 for n number of cities. For example,
if the TSP is applied on a large dataset with
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solutions is huge (2.01e+2567 for 1000 cities).
The Water Flow-like Algorithm (WFA) is
a dynamic-based solution to solve object
grouping problems from the start (Yang &
Wang, 2007). The number of solution agents
deployed dynamically changes throughout
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the water flow, splitting and merging. (Srour, Othman, & Hamdan, 2014) applied the WFA to
solve the TSP and demonstrated that the solution outperformed the Ant Colony Optimization
(ACO) in terms of solution quality and computation time (Srour et al., 2014).

Local search with k-change neighbourhoods, k-opt, is one of the most effective methods for
improving the metaheuristic algorithm solution quality (Helsgaun, 2006). This research aims
to improve the WFA-TSP by using 3-opt (WFA-TSP-3opt) and 4-opt (WFA-TSP-4opt). The
performance of the algorithms will be compared in terms of solution quality and computation
time.

This paper will be organized as follows: section 2 review past related work in this domain,
while section 3 presents the proposed WFA using k-opt for the TSP. Section 4 discusses the
experiment setups, followed by the experiment results divided into solution quality, computation
time and proposed algorithm behaviour discussion. The last section concludes the results and
future works.

RELATED WORKS

Two popular methods use for solving the TSP are known as the exact method and approximate
method. The exact method aims to obtain optimal solutions and guarantees their optimality,
whereas the approximate method generates “good” quality solutions (Martin & Otto, 1996).
Approximate algorithms are usually faster than other approaches, but produces worse solutions
in most cases (Mo, 2010).

Metaheuristic is an approach that produces efficient, near-optimal solutions without any
guarantee of finding the global optimal or even bounded solution (Talbi, 2009). A metaheuristic
algorithm aims for a balance between diversification (exploration) and
intensification (exploitation). The term diversification refers to exploring a larger search space.
Intensification refers to the exploitation of the accumulated search experience (Talbi, 2009). The
most popular classification is known as the single solution based metaheuristic and
population based metaheuristic solution (Talbi, 2009). A single solution based metaheuristic,
such as Simulated Annealing (Kirkpatrick, Gelatt, & WVecchi, 1983) and Tabu Search
(Glover, 1989), works on improving based on a single solution agent; it is easy to
implement but lacks exploration and easily stagnates at the local optima, whilst the population
based metaheuristic performs searches with multiple initial starting points in parallel, such as
the Ant Colony Optimization (Dorigo & Gambardella, 1997) and Genetic Algorithm
(Goldberg, 1989). However, it suffers from a quick convergence and unavoidable
redundant searches, and uses much memory during a search (Talbi, 2009). Recently, a few
researches inspired by nature, i.e. an animal, the cuckoo (Ouaarab, Ahiod, & Yang, 2014)
and the invasive weed phenomenon in agriculture (Zhou, Luo, Chen, He & Wu, 2015),
have been applied to the TSP.

A novel metaheuristic algorithm proposed by Yang and Wang (2007) known as the Water
Flow Algorithm (WFA) has shown an ability of balancing between exploration and exploitation,
due to the idea of dynamic population searching agents. The WFA has been successfully adapted
and applied in different Combinatorial Optimization (CO) problems including bin-packing
(Yang & Wang, 2007), manufacturing cell formation problems (Wu, Chung, & Chang, 2010),
and Nurse Scheduling (Shahrezaei, Moghaddam, Azarkish, & Sadeghnejad, 2011). The WFA

200 Pertanika J. Sci. & Technol. 25 (S): 199 - 210 (2017)



Water Flow-Like Algorithm Improvement Using K-OPT Local Search

for solving the Travelling Salesman Problem (TSP) (Srour et al., 2014) is shown to outperform
the state of the art metaheuristics in this paper.

The basic operations of the WFA for solving the Travelling Salesman Problem (TSP)
include initialization, flow splitting and moving, flow merging, water evaporation, and water
precipitation (Srour et al., 2014). Initialization includes parameter setting and initial solution
generation. The original WFA is adopted for the parameter setting (Yang & Wang, 2007).
The initial solution is generated by the Nearest Neighbour (NN). Normally, the process of
enhancement of the WFA only starts after the initialization process. The flow splitting operation
is conducted and depends on the flow momentum value. After that, the moving operation is
conducted where the design is based on the type of target problem being solved. The algorithm
for the flow moving process combines two types of neighbourhood structures, namely the
insertion move and k-opt.

The flow merging operation is the operation that combines more than two flow moves to
the same location. This operation merges more than one flow into a single flow. Masses and
momentums accumulate to compose an integrated flow to reinforce the solution search. This
accumulation helps the stagnant flow to escape from the trapped location. This operation checks
a flow with others whether they share the same location, and if it does, the latter flow will
merge into the former one. The merging operation is executed to eliminate redundant flows.

The water evaporation operation is performed after the flow merging operation. This
operation aims to simulate the natural evaporation of water into the air. Water evaporation is
executed when evaporation conditions are met. The WFA uses the concept of water evaporation
for preparing regeneration flows to increase the wideness of a solution search. When the
evaporated water accumulates to a certain amount, it will return to the ground. This process
is known as the precipitation operation, and it is the natural rainfall behaviour. This operation
achieves redistribution of flows that escape from the local optima and spread the solution search
range. Two types of precipitation are used in the WFA known as the enforced precipitation
and regular precipitation.

There are many methods that can improve the metaheuristic solution quality such as
a hybrid of different meta-heuristics, adding heuristics and using some memory to avoid
redundant searches. k-opt is the most popular local search algorithm and has been applied in
most meta-heuristic algorithms. k-opt move changes a route by replacing the k edges from the
route, with the k edges denoting a visit to each city exactly once; it then picks a shorter route
(Helsgaun, 2006). A higher k-opt will obtain better solutions. However, the most popular k
is 2 and 3 (Helsgaun, 2006). This is because of the complexity of the algorithm is increased
in O (n") (Helsgaun, 2006). Therefore, k>3 is considered too complex. 3-opt and 4-opt local
search designed based on basic concept of k-opt, apply the sequential checking all cities. The
sequential exchange criterion is a necessary condition that the exchange of link in a tour is that
the chain is closed (Helsgaun, 2000). Basic concept of k-opt, apply the sequential checking
all cities as the example shows in Figurel below at line 13 to 26. The sequential exchange
criterion is a necessary condition that the exchange of link in a tour is that the chain is closed.
And it shown a sequential exchange is not possible for 4-opt (O(n*)).There are some methods
to speed up the 2-opt and 3-opt algorithm and reducing the complexity to O(mn) (Helsgaun,
2000; Nilsson, 2003).

Pertanika J. Sci. & Technol. 25 (S): 199 - 210 (2017) 201



Wau Diyi, Zulaiha Ali Othman, Suhaila Zainudin and Ayman Srour

Proposed WFA using k-opt for TSP

The Water Flow-like Algorithm (WFA) for the TSP (Srour et al., 2014) consists of five basic
operations mentioned in the previous section, and 9 equations and 11 steps described by the
proposed WFA. This section proposed the WFA for the TSP with a higher k-opt: 3-opt (WFA-
TSP-30pt) and 4-opt (WFA-TSP-4opt). Figure 1 shows the proposed WFA for the TSP with
3-opt and 4-opt, respectively.

Firstly, this operation starts with the initialization, where the initial solution is generated
by using the Nearest Neighbour (NN) which similar in (Srour et al., 2014) (line 2). The process
of enhancement of the WFA only starts after the initialization process.

Next, the process continues on to the flow splitting and moving operation (line 5 to 16). The
flow splitting operation is conducted and depends on the flow momentum value. The moving
operation is conducted where the design is based on the type of target problem being solved.
The algorithm for the flow moving process combines two types of neighbourhood structures,
namely the insertion move and k-opt. The insertion move is used to determine the new locations
of the sub-flows while the 3-opt and 4-opt are used to find the best neighbour solution for each
sub-flow. This algorithm used the full sequential checking for both 3-opt and 4-opt, which
cause complexity N (maximum iteration number), where N=(n-k-1) x (n-k-1). However, its
time consuming. Therefore, the WFA algorithm is improved by reducing the iterations. The
10% is used full checking based on the k-opt (line 8 to 13), while the other 90% uses fixed 50
iterations (line 14 to 16). This cause reducing the complexity into 10% N x (n-k-1) x (n-k-1)
and the 90% N uses 50 iterations to random select k city point.

1 WFA_Algorithm ()

2 Generate an initial solution using NN

(nearest neighbor) //refer stepl in (Srour et al., 2014)

WHILE (stop criterion is false) {

Cal. no. of sub-flows; //refer equation 1 in (Srour et al., 2014)
Assign sub-flows new locations using insertion move //refer step 3 in (Srour et al., 2014)
r=random.nextDouble(1)

Define L as tour length;

IF (r<0.1){

9 FOR firstPoint from 0 to L-2

10 WHILE LastPoint < L {

11 LeftPoin(k-2) random pick between

12 firstPoint+1 and LastPoint-1

13 Do k-opt local search  }

14 ELSE {

15 FOR iteration from 1 to 50

16 random pick up k point do k-opt local search }

17 Distribute mass of flow to its sub-flows; //refer equation 2 and 3 in (Srour et al., 2014)
18 Calculate the improvement in objective function;

19 Flow merging. //refer step 6 in (Srour et al., 2014)

20 Water evaporation. //refer step 7 in (Srour et al., 2014)

21 IF (rainfall required) {

22 Precipitation. //refer step 8 and step 9 in (Srour et al., 2014)
23 Flow Merging. //refer step 6 in (Srour et al., 2014)

24 }

25 IF (new best solution found)

26 Update best solution record.

27 }

W

(e BN e NV N

Figure 1. Pseudo-code of proposed WFA for TSP with k-opt
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The next steps below are follow the (Srour et al., 2014) algorithm which the flow merging
operation (line 19) is the operation that combines more than two flow moves that share the
same location to the same location. The water evaporation (line 20) operation is performed
after the flow merging operation. This operation aims to simulate the natural evaporation of
water into the air. After the evaporated water accumulates to a certain amount, it will return
to the ground. This process is known as the precipitation operation (line 21 to 24), and it is a
natural rainfall behaviour.

RESULT AND DISCUSSION

The performance of the proposed WFA-TSP-3opt and WFA-TSP-4opt is compared with
algorithm in (Srour et al., 2014) and evaluated using 16 TSP benchmark datasets from TSPLIB
ranging from 51 to 3795, which represented as small, medium, and large sized datasets. All
algorithms are implemented in a Java environment JDK 1.6. Each dataset is based on 10
independent operations with 10,000 iterations used to obtain the statistical test results.

The experiment was conducted using an Intel Pentium i3 2.4GHz processor and 4GB
RAM. The setting of the parameters for the algorithm testing was adopted from (Srour et
al., 2014) where the base momentum is 20, initial mass is 8, initial velocity is 5 and sub flow
number limit is 3.

A statistical descriptive analysis is used to obtain the mean, standard deviation, best
solution, average computation time, average iteration number, percentage deviation of the
average with the best-known solution of the tested algorithms, and based on the values of the
mean in terms of solution quality and computation time, the improvement percentage could
be calculated. Additionally, a t-test is performed in order to obtain the significant difference
of solution quality among those algorithms. The results are analysed in three types of
measurements: solution quality, computation time taken to get the best solution and proposed
algorithm behaviour.

Quality Solution

Table 1 shows that the WFA-TSP-4opt and WFA-TSP-3opt indicate optimum performance in
terms of solution quality for 5 datasets (eil51, eil76, kroA100, eil101, bier127) from a total
of 16 datasets and PDavg=0 (The percentage of deviation of the mean values regarding the
best-known solution), Meanwhile, for the other 11 datasets the WFA-TSP-4opt showed an
accuracy improvement percentage from 0.01%-1.06% compared with the WFA-TSP-3opt.
Furthermore, the WFA-TSP-4opt reached optimum performance for 10 datasets (eil51, eil76,
kroA100, eil101, bier127, ch130, ch150, kroA150, kroA200, kroB200) from a total of 16
datasets and PDavg=0. The results also show that the WFA-TSP-4opt algorithm gives a more
stable solution performance compared to the WFA-TSP-30pt, where most of the standard
deviation values for WFA-TSP-4opt were less or equal than® WFA-TSP-3opt. The dataset
f11400 showed a unique result where the standard deviation for the WFA-TSP-4opt value
was slightly larger compared to the WFA-TSP-3opt value. Besides, the WFA-TSP-4opt had
significant improvement in terms of the solution quality of the datasets including ch130,
kroA200, kroB200, 1in318, rat575, rat783, 11400, d1655 and f113795, with p-value < 0.05 as
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follow standard t-test for TSP (Srour et al., 2014). The (~) denotes the p-value is equal to one;
both of the compared datasets are totally same.

Table 2 shows the mean and standard deviation (SD) of the WFA-TSP-3opt and WFA-TSP-
4opt versus the WFEA-TSP (Srour et al., 2014), depending on 10 independent runs. It can be seen
that the solution quality of the WFA-TSP-4opt is generally better than the WFA-TSP-3o0pt and
WEFA-TSP; the WFA-TSP-4opt obtained the best mean solution in all datasets highlighted with
bold font in Table 1. The WFA-TSP-4-opt and WFA-TSP-3opt outperformed the WFA-TSP
(Srour etal.,2014) in 13 out of 15 datasets in terms of the mean results they established. These
datasets are eil51, eil101, bier127, ch130, ch150, kroA150, kroA200, 1in318, rat575, rat783,
11400, d1655 and f13795; for the other 2 datasets, all these methods got the best known results.
The WFA-TSP-4opt obtained the best known results for 9 out of 14 datasets including eil51,
eil76, kroA100, eil101, bier127, ch130, ch150, kroA150, kroA200, highlighted in bold. For
the other 6 datasets (dataset size larger than 318), the WFA-TSP-4opt still could not obtained
the best known results marked which as grey background shown in Table 2. The SD of the
WEFA-TSP-4opt was lower than the WFA-TSP except for dataset d1655, and the SD of the
WFA-TSP-3o0pt was lower than the WFA-TSP except for dataset rat575 and d1655. It shown
WEFA-TSP-40pt has more stable solution compare to WFA-TSP-3opt and WFA-TSP (Srour
et al., 2014), respectively.

Furthermore, Table 2 contains the experimental results of the latest research work solving
TSP: improved Discrete Cuckoo Search (DCS) (Ouaarab et al., 2014) and discrete invasive
weed optimization (Zhou et al., 2015), respectively. It can be obviously seen that the WFA-
TSP-4opt and WFA-TSP-30pt outperforms the improved DCS in terms of the mean of 10 over
12 datasets including eil76, eil100, bier127, ch130, ch150, kroA150, kroA200, 1in318, rat575
and rat783. Both the WFA-TSP-4opt WFA-TSP-30pt and the improved DCS obtained 8 over
12, including eil51, €il 76, kroA 100, eil100, bier127, ch130 and ch150 with best solutions, while
for the other 4 datasets the WFA-TSP-4opt got the better best solutions. WFA-TSP-3opt got
only one worse solution (1in318) compared with Improved DCS (Ouaarab et al., 2014), others
3 solutions WFA-TSP-3opt obtained better result. Meanwhile, except for two datasets, both
methods got the optimal mean; for the other datasets the WFA-TSP-4opt Standard Deviation
results were less than the Improved DCS (Ouaarab et al., 2014). The Standard Deviation of
WFA-TSP-3opt generally less than Improved DCS (Ouaarab et al., 2014) except for dataset
rat575, WFA-TSP-3opt SD larger than Improved DCS (Ouaarab et al., 2014) (39.184 vs 35.45).
Higher Standard Deviation result means not stable result. On the other hand, the invasive
weed optimization only had 3 datasets the same with our picked datasets. The results of the
comparison show that the WFA-TSP-4opt, WFA-TSP-3opt outperforms in terms of best solution
and mean. In addition, the WFA-TSP-4opt and WFA-TSP-3opt obtained its results with 10
runs, the discrete invasive weed optimization with 20 runs, but the improved DCS with 30 runs.

Compared with Srour et al. (2014) paper, WFA-TSP-3opt and WFA-TSP-4opt applied
insertion move to determine the new locations of the sub-flows, new algorithm applied more
complex k-opt to find better neighbour solution.
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Computation Time

Table 1 shows the average computation time of the WFA-TSP-4opt for all datasets, from small
to large datasets, which are higher between 5.4% to 596% compared with WFA-TSP-3opt, but
the relation between the computation time and city size revealed that even 4-opt can represent
time as k x n (k not larger than 6, computation time increased 596% at most), where n is the
city size and k is a constant number.

Table 1
Results of the comparison between WFA-TSP-4opt and WFA-TSP-4opt in small, medium, and large datasets

Dataset WFA-3opt WFA-dopt p-value Performance%

AVG. Avg, AVG. Avg. Solution
Mean  SD Best time  iteration  Pdavyg  Mean  SD Best tine iteration Pdavg  qualty  Accuracy  Time
¢ils1 426 0 426 4 8343 0 426 426 94 8283 0 ~ 000 1351
il 538 0 538 A 3858 0 538 538 87 3858 0 ~ 000 3157
kroAI00 21282 0 21282 12 95.2 0 21282 21282 37 95.2 0 ~ 0.00 2118
ill0! 629 0 629 153 8711 0 629 629 3.1 8711 0 ~ 000 -1096
bierl27 118282 0 118282 50.6 959.3 0 118282 118282 §33 959.3 0 ~ 0.00 54

30 61217 147 6110 219 S8 019 6110
50 65322 89 6528 42 17674 006 6528
koAlS0 265272 8 26524 50 34188 001 2654 26524 2446 34188 0 0239 001 -389.3
koA200 29409 316 29368 1509 35193 004 29368 29368 5347 338 0 0.003 014 2543
koB200 294822 444 29438 1438 5673 015 29437 0 V437 9915 64287 0 0.011 0.15 -593.7
318 42393 1348 42203 3564 69825 087  4nM2 13148 42082 24833 69825 0435 0008 043 -596.8
n7s 69556 392 6874 14896 76890 27 68819 35449 6822 1S9 7521 1608 0.005 106 4247
a8y 90439 37 881 33094 83119 27 89861 23976 8962 175734 8428 2045 0.002 064 8310
400 203073 338 20269 125363 71853 09 20261 52532 20173 631468 69874 0665 0009 023 4037
di6ss 6440903 4532 63685 165014 8682 367 63903 32116 63460 764667 77571 2856 0006 079 -3634
3795 293678 1543 29155 123808 9462 207 292197 9386 29134 644380 95543 156 0035 05 4205

6110 34 5185 0 0.033 0.19 523
6528 1423 17674 0 0.168 0.06 -162.5

o o o o o o o o o

Table 2 indicates the average computation time of the proposed algorithm WFA-TSP-3opt and
WFA-TSP-4opt versus the WFA-TSP (Srour et al., 2014) in small datasets. The three different
algorithms’ computation time changed slightly, including for datasets eil51, €il76, kroA100,
kroA200, lin318 and rat575. While the other datasets changed significantly between the WFA-
TSP-3opt and WFA-TSP with the WFA-TSP-4opt and WFA-TSP-3opt. Therefore, Figure 2
reveals that the WFA-TSP with higher k-opt require a longer computation time to process, but
the relationship between computation time and city size revealed that even 4-opt can represent
time as k x n, where n is the city size and k is a constant number. However, slope k value for
WFA-TSP-kopt less than applying k-opt into Tabu Search (Tsubakitani & Evans, 1998).
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Table 2
Comparison of the experimental WFA-TSP-3opt, WFA-TSP-4opt results with the results of WFA-TS

Improved disctete Discrete mvasive weed
WFATSP[12] WFA-TSP-3opt WFA-TSP-dopt
Cuckoo Search[20] Optimization [21]

TP
BKS | Best Mean SD | Best Mean SD | Bet Mean SD Best Mean SD  Best Mean D
instance
eil31 426 46 4266 032 | 46 426
eil’6 538 338 538 0 538 538
koAl00 21282 | 22820 21282 0 | a282 21282 1282
eill)l 629 629 630.7 283 | &9 629 629 629
bier127 118282 | 118282 11871494 17762 | 118282 118282 0 | 118282 118282
ch130 6110 | 6110 61339 2020 [ 6110 61217 14728 | 6110 6110
ch150 6328 | 628 65422 1422 | 6528 65322 88544 | 6528 6528
koAI50 26524 | 26524 265684 3845 | 26524 265272 8025 | 26524 2654
koA200 29368 | 20368 204382 11484 | 20368 2409 31.536 | 29368 29368
kroB200 20437 | 42334 205552 969 | 20438 204822 444 | 20437 29437 0
1in318 42029 | 42278 4249001 20854 | 42203 42303 13477 42082 422117 1315 42145 4M3473 18543
aty3 | 6713 | 71 70008 2173 | 6874 69556 39.184 | 6822 688189 3545 6806 693673 3574
at’83 8806 | 9126 91802 4079 [ 8981 90439 36979 | 8962 898611 2398 9043 910926  38.09
1400 20127 | 20365 20449 3046 | 20269 203073 33.828 | 0173 202609 3253 ] / ]
41655 | 6228 | 64313 648786 34425 | 63685 644093 453.15| 63460 639025 3212
3795 28772 | 20400 295788 1357 | 0155 292197 9386 | 29134 292197 93.86

426 426 0 ¢ 4
538 3803 017
08 208 0 28 2129
629 63043 114 ] ]
118282 11833863 12.73
6110 613396 2124
6328 6499 2031
20524 2656026 3626 2670 26730
20382 2044666 93.68

426 426
538 538

o o o o
&2
o
&
1

oo o o o o o o o

400 1000000
300
200 500000
100
0. 90 o0 ®
0 ...,,_\,.-_.__.4—.—. 0 = mmn—e
N DA DD S S P DS P
RO O IR AN SIS D GRS
e @ ov:\/ & & & ov"\/ & PPN A
& N & R
WFA-TSP-dopt WFA-TSP-40pt
e @< WFA-TSP-30pt ** @ WFA-TSP-3opt

Figure 2. Comparison of average computation time of WFA-TSP, WFA-TSP-3opt and WFA-TSP4-opt for
small, medium and large dataset

Proposed Algorithm Behavior. Appendix I shows the general search behaviour of the WFA-
TSP-3opt and WFA-TSP 4-opt and a comparison with the WFA-TSP (Srour et al., 2014) in
three size of datasets which represented as small, medium and large to show the exploration
behaviour. For small (eil101) datasets, all methods showed the minimum fluctuation (the
shadow portion), which means few exploration. For medium (1in318) datasets, all methods
showed more fluctuations than the WFA-TSP, and for large (d1655) datasets, all methods
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showed the maximum fluctuation, which means more exploration in search behaviour. Along
with the increased dataset, there was more extensive exploration search behaviour in finding
a good solution. The figure also indicates that for medium (lin318) and large (d1655) datasets,
the WFA-TSP-4opt has a larger exploration. But for the small datasets, the WFA-TSP-2opt and
WFA-TSP-3opt revealed stronger exploration in the search behaviour. Therefore, the figure
shows a higher k-opt of Water Flow Algorithm applied shows a much stronger exploration
in medium and large datasets, but less exploration in small datasets. This behaviour causes
obtain quality solution.

Figure 3 and Figure 4 show the log graph best solution of datasets 1in318 and 13795,
obtained within 10 independent runs, with iterations below 1000, and between 1000 and
10000, respectively. The speed of the WFA-TSP-3opt in reaching the optimal solution was
faster compared to the WFA-TSP-4opt. But the WFA-TSP (Srour et al., 2014) got the optimal
solution in later iterations compared with WFA-TSP-3opt and WFA-TSP-4opt. Therefore, the
WEFA-TSP-3opt is an earlier convergence compared with the WFA-TSP-4opt. The WFA-TSP-
4opt has shown diversity of solution because of the slower convergence compared with the
WFA-TSP-3opt, but earlier than WFA-TSP (Srour et al., 2014).

57000 43500
52000 | N
| 43000 =
47000 l -
42500 —_—
42000
== === == _‘q__ =
235§58858 —
42000
o
NONMOIOIOIOIN
NANONDODNONIDN
SNOM M INO BN~ ®©
------ WFA-TSP[12] ceeees WFA-TSP[12]
= == WFA-TSP-30pt = = = WFA-TSP-30pt

Figure 3. Comparison of the best objective value during the optimiztion process of WFA-TSP-3opt and WFA-
TSP-4opt for “lin318” TSP dataset

39000 30000
| ~

34000 29500 H
\
\ —

= == WFA-TSP-30pt = == WFA-TSP-30pt

Figure 4. Comparison of the best objective value during the optimiztion process of WFA-TSP-3opt and WFA-
TSP-4opt for “f13795” TSP dataset
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CONCLUSIONS

This paper has presented an improvement of the WFA-TSP using the k-opt local search
strategy. The higher the k, the better quality solution is obtained. With such results, the WFA
with the highest k-opt, i.e. WFA-TSP-4opt, has become the benchmark algorithm for TSP as
it outperforms the improved discrete cuckoo search (Ouaarab et al., 2014) and the discrete
invasive weed optimization (Zhou et al., 2015) in terms of best, mean and standard deviation.
However, the difference is the fact that the use of a higher k-opt has increased the computation
time, but the ratio increment is far less compared with other algorithms linear form (k x n).
The higher k means higher exploration and slower convergence. This is due to the dynamic
exploration behaviour and convergence speed of the WFA. Therefore, it can be concluded that
the WFA has potential for more improvement using a more complex local search algorithm,
¢€h as simulated annealing or tabu search.
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