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ABSTRACT:In the present paper we prove the existence and uniqueness of local 
solutions of a nonlocal Cauchy problem for a class of fractional integrodifferential 
equation. The results are obtained by using the theory of resolvent operators, the 
fractional powers of operators, fixed point techniques, and the Gelfand-Shilov principle. 

ABSTRAK:Menerusi kertas kerja ini, kehadiran  dan keunikan penyelesaian lokal 
terhadap permasalahan tak setempat Cauchy untuk  peringkat pecahan persamaan 
integrodifferential dibuktikan. Keputusan  diperolehi menggunakan teori operator 
leraian, operator kuasa pecahan, teknik titik tetap dan prinsip Gelfand-Shilov. 

KEYWORDS: fractional integrodifferential equation; nonlocal conditions; fractional 
powers; mild and classical solutions; resolvent operators 

1. INTRODUCTION  
The purpose of this paper is to prove the existence and uniqueness of local solutions 

for nonlocal fractional integrodifferential equations of the form: 

݀ఈ(ݐ)ݑ
ఈݐ݀ + (ݐ)ݑ(ݐ)ܣ = ݂൫ݐ, ൯(ݐ)ݑ + නℎቌݐ, ,ݏන݇൫,(ݏ)ݑ,ݏ ൯݀߬(߬)ݑ,߬

௦

଴

ቍ
௧

଴

 (1.1)               ,ݏ݀

(0)ݑ  + (ݑ)݃ =  ଴,                                                                                                                   (1.2)ݑ
in a Banach space ܺ, where 0 < ߙ ≤ 1, ݐ ≥ 0. Let ܬ = [0, ܶ]. We assume that −(ݐ)ܣ is a 
closed linear operator defined on a dense domain (ܣ)ܦ in ܺ into ܺ such that  (ܣ)ܦ is 
independent of ݐ. It is considered also that −(ݐ)ܣ generates an evolution operator in the 
Banach space ܺ. Let ݂: ܬ × ܺ into ܺ, ℎ: ܬ × ܬ × ܺ × ܺ into ܺ,݇: ܬ × ܬ × ܺ into ܺ and 
(ܺ,ܬ)ܥ:݃ →  .be given nonlinear operators (ܣ)ܦ

The differential equations involving fractional derivative in time have recently been 
proved to be valuable tools in the modeling of many phenomena in various fields of 
engineering, physics, economy and science. Indeed, we can find numerous applications in 
viscoelasticity, electrochemistry, porous media, electromagnetic etc. (see [1-6]). They 
involve a wide area of applications by bringing into a broader paradigm concepts of 
physics and mathematics [7-9]. Hence, fractional differential equations have become an 
object of extensive study during recent years as cited in [10-14] and references therein.  
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On the other hand, integrodifferential equations arise in many fields such as 
electronic, fluid dynamics, biological models and chemical kinetics. The equations of 
basic electric circuit analysis are well-known examples of these equations. Hence, the 
study of integrodifferential equation is very important. Fractional integrodifferential 
equations have been studied by many authors [8, 15-18]. Fractional integro-differential 
equations arise in many fields of engineering such as optimal control problem and heat 
conduction of materials with memory, etc. The nonlocal condition, which is a 
generalization of the classical initial condition, was motivated by physical problems. The 
problem of existence of solutions of evolution equation with nonlocal conditions in 
Banach space was first studied by Byszewski [19]. As indicated in [19, 20] and the 
references therein, the nonlocal condition (0)ݑ + (ݑ)݃ =  ଴ can be applied in physicsݑ
with better effect than the classical condition (0)ݑ =  .଴ݑ

In the present paper we have generalized the results given by Pazy [21], Balachandran 
and Chandrasekaran [22] and Debbouche [23]. The rest of this paper is organized as 
follows: In section 2, we give preliminary results and in section 3, we prove the results of 
existence and uniqueness of local solutions for the equations (1.1)− (1.2). 

2. PRELIMINARIES 
In this section, we introduce some notations, definitions and results about fractional 

calculus and resolvent operators. Following Gelfand and Shilov [24], we define the 
fractional integral of order ߙ > 0 as 

(ݐ)௔ఈ݂ܫ =
1

Γ(ߙ)න(ݐ − ,ݏ݀(ݏ)ఈିଵ݂(ݏ
௧

௔

 

and also, the fractional derivative of the function ݂ of order 0 < ߙ < 1 

ta D (ݐ)݂ = ଵ
୻(ଵିఈ)

ௗ
ௗ௧ ∫ ݐ)(ݏ)݂ − ௧ݏఈ݀ି(ݏ

௔ , 

where ݂ is an abstract continuous function on the interval [ܽ,ܾ] and Γ(ߙ) is the Gamma 
function, see [25]. 
Definition 2.1: By a solution of (1.1)− (1.2), we mean a function ݑ with values in ܺ 
such that: 

(ݐ)ݑ and ܬ is continuous function on ݑ (1) ∈  ,(ܣ)ܦ

(2) ௗഀ௨
ௗ௧ഀ

  exists and is continuous on (0,ܶ), 0 < ߙ < 1, and ݑ satisfies (1.1) on  (0,ܶ)and 
the nonlocal condition (1.2).  

Definition 2.2: (See [26]) A resolvent operator for problem (1.1)− (1.2) is a bounded 
operator-valued function ܴ(ݐ, (ݏ ∈ ,(ܺ)ܤ 0 ≤ ݏ ≤ ݐ ≤ ܶ, having the following properties: 

(a) ܴ(ݐ, ,ݏ)ܴ ,ݐ and ݏ is strongly continuous in (ݏ (ݏ =  ,ܺ the  identity operator on ,ܫ
0 ≤ ݏ ≤ ܶ, and ‖ܴ(ݐ, ‖(ݏ ≤  .ߚ and ܯ ఉ(௧ି௦) for some constants݁ܯ

(b) ܴ(ݐ, ܧ(ݏ ⊂ ,ݐ)ܴ ,ܧ  is the Banach ܧ and ,ܧ on ݐ and ݏ is strongly continuous in (ݏ
space formed from (ܣ)ܦ, the domain −(ݐ)ܣ, endowed with the graph norm. 

(c) For every ݔ ∈ ,ݐ)ܴ,ܺ ݏ is continuously differentiable in ݔ(ݏ ∈   and ܬ
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߲ܴ
ݏ߲

,ݐ) ݔ(ݏ = ,ݐ)ܴ  .ݔ(ݏ)ܣ(ݏ

(d) For every ݔ ∈ ܺ, and ݏ ∈ ,ݐ)ܴ ,ܬ ݐ is continuously differentiable in ݔ(ݏ ∈   and ܬ
߲ܴ
ݐ߲

,ݐ) ݔ(ݏ = ,ݐ)ܴ(ݐ)ܣ−   ,ݔ(ݏ

with డோ
డ௦

,ݐ) and డோ ݔ(ݏ
డ௧

,ݐ) are strongly continuous on 0 ݔ(ݏ ≤ ݏ ≤ ݐ ≤ ܶ. Here, ܴ(ݐ,  can (ݏ
be deduced from the evolution operator of the generator −(ݐ)ܣ. The resolvent operator is 
similar to the evolution operator for non-autonomous differential equations in Banach 
space. It will not, however, be an evolution operator because it will not satisfy an 
evolution or semigroup property. Because a number of results follow directly from the 
definition of resolvent operator. 

Definition 2.3: A continuous solution ܬ :ݑ → ܺ is said to be a mild solution of problem 
(1.1)− (1.2) on ܬ if for all ݑ଴ ∈ ܺ, it satisfies the following integral equation 

(ݐ)ݑ = ,ݐ)ܴ ଴ݑ](0 − [(ݑ)݃ +
1

Γ(ߙ) 

න(ݐ − ,ݐ)ఈିଵܴ(ݏ (ݏ ቎݂൫ݏ, ൯(ݏ)ݑ + නℎቌݏ, ߬, ,ߤ,න݇൫߬,(߬)ݑ ൯(ߤ)ݑ
ఛ

଴

ቍߤ݀
௦

଴

݀߬቏ .ݏ݀
௧

଴

   (2.1) 

We define the fractional power ିܣ௤(ݐ) by 

(ݐ)௤ିܣ =
1

Γ(ݍ)න ,ݔ)௤ିଵܴݔ ݍ   ,ݔ݀(ݐ > 0.
ஶ

଴

 

For 0 < ݍ ≤ (௤ܣ)ܦ is a closed linear operator whose domain (ݐ)௤ܣ ,1 ⊃  is dense (ܣ)ܦ
in ܺ. The closedness  of   ܣ௤  implies  that  ܦ(ܣ௤), endowed  with  the graph  norm  of 
஽(஺)‖ݑ‖  ,௤ܣ  = +‖ݑ‖ ݑ ,‖ݑ௤ܣ‖ ∈ is a Banach space. Since 0 ,(௤ܣ)ܦ ∈ ௤ܣ ,(ܣ)ߩ  is 
invertible. Its graph norm |‖. ‖| is equivalent to the norm‖ݑ‖௤ =  (௤ܣ)ܦ Thus .‖ݑ௤ܣ‖
equipped with the norm ‖.‖௤ is a Banach space, which we denote by ܺ௤ . 

3. EXISTENCE THEOREM 
To prove the main results we state the following lemma: 

Lemma 3.1: (see [21, section 2.6]) Let (ݐ)ܣ be the infinitesimal generator of a resolvent 
operator ܴ(ݐ, If 0  .(ݐ)ܣ the resolvent set of [(ݐ)ܣ]ߩ We denote by .(ݏ ∈  then ,[(ݐ)ܣ]ߩ

(a) ܴ(ݐ, ܺ:(ݏ → for every 0 (௤ܣ)ܦ ≤ ݏ ≤ ݐ ≤ ܶ and ݍ ≥ 0, 
(b) For every ݑ ∈ ,ݐ)ܴ we have ,(௤ܣ)ܦ ݑ(ݐ)௤ܣ(ݏ = ,ݐ)ܴ(ݐ)௤ܣ  ,ݑ(ݏ
(c) The operator ܣ௤ܴ(ݐ, ,ݐ)௤ܴܣ‖is bounded and (ݏ ‖(ݏ ≤ ݐ)௤,ఉܯ −  .௤ି(ݏ

Theorem 1.1: Assume that  

(a) −(ݐ)ܣ is the infinitesimal generator of a resolvent operator ܴ(ݐ, 0 ,(ݏ ≤ ݏ ≤ ݐ ≤ ܶ, 
in ܺ. 

(b) 0 ∈  .the resolvent set ,[(ݐ)ܣ−]ߩ
(c) For ݍ ≥ 0, the fractional power ܣ௤  satisfies ‖ܣ௤ܴ(ݐ, ‖(ݏ ≤ ݐ)௤,ఉܯ − ௤ for 0ି(ݏ ≤

ݏ ≤ ݐ ≤ ܶ, where ܯ௤,ఉ  is a real constant. 
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(d) For an open subset ܲ of ܬ × ܺ௤, ݂:ܲ → ܺ satisfies the condition, if for every 
(ݑ,ݐ) ∈ ܲ there is a neighborhood ܸ ⊂ ܲ and constants ܮ ≥ 0, 0 < ߴ ≤ 1, such that 

ଵݐ)݂‖ (ଵݑ, − ,ଶݐ)݂ ‖(ଶݑ ≤ ଵݐ|൫ܮ − ଶ|ణݐ + ଵݑ‖ −  ଶ‖௤൯(3.1)ݑ

for all (ݐ௜ (௜ݑ, ∈ ܸ, ݅ = 1, 2. 

(e) For an open subset Q of ܬ × ܬ × ܺ௤ × ܺ௤, ℎ:ܳ → ܺ satisfies the condition, if for 
every (ݐ, ,ݏ (ݒ,ݑ ∈ ܳ there is a neighborhood ܷ ⊂ ܳ and constants ܮଵ ≥ 0,0 < ߴ ≤
1, such that 

‖ℎ(ݐଵ,ݏଵ ,ଵݑ, −(ଵݒ ℎ(ݐଶ, ,ଶݏ ,ଶݑ ‖(ଶݒ
≤ ଵݐ|ଵ൫ܮ − ଶ|ణݐ + ଵݏ| − ଵݑ‖+ଶ|ణݏ − ଵݒ‖+ଶ‖௤ݑ −  ଶ‖௤൯       (3.2)ݒ

for all (ݐ௜ , ௜ݏ , ௜ݑ (௜ݒ, ∈ ܷ, ݅ = 1, 2. 
(f) For an open subset R of ܬ × ܬ × ܺ௤, ݇:ܴ → ܺ satisfies the condition, if for every 

,ݐ) (ݑ,ݏ ∈ ܴ there is a neighborhood ܹ ⊂ ܴ and constants ܮଶ ≥ 0,0 < ߴ ≤ 1, such 
that 

,ଵݐ)݇‖ ,ଵݏ (ଵݑ − ଶݐ)݇ , ‖(ଶݑ,ଶݏ ≤ ଵݐ|ଶ൫ܮ − ଶ|ణݐ + ଵݏ| − ଵݑ‖+ଶ|ణݏ −  ଶ‖௤൯        (3.3)ݑ

for all (ݐ௜ , ௜ݏ , (௜ݑ ∈ ܹ, ݅ = 1, 2. 
(g) ݃:ܻ → ܺ௤ is continuous and there exists a number ܾ such that ‖ܴ(ݐ, 0)‖ < ଵ

ଶ௕
 and 

−(ݔ)݃‖ ௤‖(ݕ)݃ ≤ ݔ‖ܾ −  ஶ                                                                             (3.4)‖ݕ
for all ݔ, ݕ ∈ ܻ. Note that if ݖ ∈ ܻ, then ିܣ௤ݖ ∈ ܻ. 

Then the problem (1.1) – (1.2) has a unique local solution ݑ ∈ (ܺ:(ܶ,0])ܥ ∩
 .ଵ൫(0,ܶ):ܺ൯ܥ

Proof: Choose ݐ∗ > 0 and ߜ > 0 such that estimates (3.1) – (3.4) hold on the sets 
ܸ = :(ݑ,ݐ)} 0 ≤ ݐ ≤ ݑ‖,∗ݐ − ‖଴ݑ ≤  ,{ߜ

ܷ = ,ݐ)} ,ݏ :(ݒ,ݑ 0 ≤ ,ݐ ݏ ≤ ݑ‖,∗ݐ − ‖଴ݑ ≤ ,ߜ ݒ‖ − ‖଴ݒ ≤  ,{ߜ
and  ܹ = ,ݐ)} ,ݏ :(ݑ 0 ≤ ,ݐ ݏ ≤ ݑ‖,∗ݐ − ‖଴ݑ ≤  .respectively ,{ߜ
Let ܤ = max଴ஸ௧ழ்‖݂(ݑ,ݐ଴)‖ 
and 

ܪ = max
଴ஸ௧,௦ஸ௧∗

ቯℎቌݐ, ,ݏ ,ݏ)଴,න݇ݑ ߬, (଴ݑ
௦

଴

݀߬ቍቯ 

Set ߣ = sup௫∈௒‖݃(ݔ)‖௤and choose ܶ such that for 0 ≤ ݐ < ܶ,  

,ݐ)ܴ‖ 0)− ଴‖௤ݑ‖ൣ‖ܫ + ൧ߣ ≤
ߜ
2 ,     0 ≤ ݐ < ܶ 

and  

0 < ܶ < ݉݅݊ ቐݐ∗, ൤
ߜ
௤,ఉܯ2

ିଵΓ(ߙ)(ߙ − ߜܮ)(ݍ + ܤ + ܶߜଵܮ + ଶܶߜଶܮଵܮ + ଵ൨ି(ܶܪ
భ

ഀష೜
ቑ 

                                                                                                                                     (3.5) 
Let ܻ =  ൫(0,ܶ]:ܺ൯ be endowed with the supremum normܥ

ஶ‖ݕ‖ = sup
଴ஸ௧ழ்

௤‖(ݐ)ݕ‖ ݕ   , ∈ ܻ. 
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Then ܻ be a Banach space. Define a map ܨ: ܻ → ܻ 

(ݐ)ݕܨ = ,ݐ)ܴ ଴ݑ]௤ܣ(0 − [(ݕ௤ିܣ)݃ +
1

Γ(ߙ)න(ݐ − ,ݐ)௤ܴܣఈିଵ(ݏ ݏ൯݀(ݏ)ݕ௤ିܣ,ݏ൫݂(ݏ
௧

଴

 

 +
1

Γ(ߙ)න(ݐ − ,ݐ)௤ܴܣఈିଵ(ݏ ,ݏනℎቌ(ݏ ,න݇൫߬,(߬)ݕ௤ିܣ,߬ ߤ൯݀(ߤ)ݕ௤ିܣ,ߤ
ఛ

଴

ቍ݀߬݀ݏ.  
௦

଴

௧

଴

    (3.6) 

Obviously, (0)ݕܨ = ଴ݑ]௤ܣ −  Let ܵ be the nonempty closed and bounded .[(ݕ௤ିܣ)݃
subset of ܻ defined by 

ܵ = ݕ:ݕ} ∈ (0)ݕ,ܻ = ଴ݑ]௤ܣ − −(ݐ)ݕ‖,[(ݕ௤ିܣ)݃ ଴ݑ]௤ܣ − ‖[(ݕ௤ିܣ)݃ ≤  .{ߜ
For ݕ ∈ ܵ, we have  

(ݐ)ݕܨ‖ − ଴ݑ]௤ܣ − ‖[(ݕ௤ିܣ)݃ ≤ ,ݐ)ܴ‖ 0) − ଴ݑ]௤ܣ‖‖ܫ −  ‖[(ݕ௤ିܣ)݃

+
1

Γ(ߙ)න(ݐ − ,ݐ)௤ܴܣ‖ఈିଵ(ݏ ൯(ݏ)ݕ௤ିܣ,ݏฮ݂൫‖(ݏ − ฮ(଴ݑ,ݏ)݂
௧

଴

 ݏ݀

+
1

Γ(ߙ)න(ݐ − ,ݐ)௤ܴܣ‖ఈିଵ(ݏ ‖(଴ݑ,ݏ)݂‖‖(ݏ
௧

଴

                       ݏ݀

+
1

Γ(ߙ)න(ݐ − ,ݐ)௤ܴܣ‖ఈିଵ(ݏ ,ݏቯ቎නℎቌ‖(ݏ ൯(ߤ)ݕ௤ିܣ,ߤ,න݇൫߬,(߬)ݕ௤ିܣ,߬
ఛ

଴

ቍߤ݀
௦

଴

݀߬
௧

଴

−නℎቌݏ, ,ߤ,߬)଴,න݇ݑ,߬ (଴ݑ
ఛ

଴

ቍߤ݀
௦

଴

݀߬቏ቯ݀ݏ

+
1

Γ(ߙ)න(ݐ − ,ݐ)௤ܴܣ‖ఈିଵ(ݏ ,ݏቯනℎቌ‖(ݏ ߬, (଴ݑ,ߤ,߬)଴,න݇ݑ
ఛ

଴

ቍߤ݀
௦

଴

݀߬ቯ݀ݏ
௧

଴

 

≤
ߜ
2 +

௤,ఉܯ

Γ(ߙ) ߙ) − ߜܮ)ଵܶఈି௤ି(ݍ + (ܤ +
௤,ఉܯ

Γ(ߙ) ߙ) − ߜ)ଵܮ}ଵܶఈି௤ି(ݍ +  {ܶ(ܶߜଶܮ

+
௤,ఉܯ

Γ(ߙ) ߙ) −  ܶܪଵܶఈି௤ି(ݍ

≤
ߜ
2 +

௤,ఉܯ

Γ(ߙ) ߙ) − ߜܮ]ଵܶఈି௤ି(ݍ + ܤ + ܶߜଵܮ + ଶܶߜଶܮଵܮ + [ܶܪ ≤
ߜ
2 +

ߜ
2 =  .ߜ

Therefore, ܨ maps ܵ into itself. Moreover, if ݕଵ ଶݕ, ∈ ܵ, then 
(ݐ)ଵݕ ܨ‖ − ‖(ݐ)ଶݕ ܨ ≤ ,ݐ)ܴ‖ ௤ିܣ)݃‖‖(0 (ଵݕ  −  ௤‖(ଶݕ ௤ିܣ)݃

+
1

Γ(ߙ)න(ݐ − ,ݐ)௤ܴܣ‖ఈିଵ(ݏ ൯(ݏ)ଵݕ௤ିܣ,ݏฮ݂൫‖(ݏ − ݂൫ିܣ,ݏ௤ݕଶ(ݏ)൯ฮ
௧

଴

               ݏ݀

+
1

Γ(ߙ)න(ݐ − ,ݐ)௤ܴܣ‖ఈିଵ(ݏ ‖(ݏ ቯනℎቌݏ, ൯(ߤ)ଵݕ௤ିܣ,ߤ,ଵ(߬),න݇൫߬ݕ௤ିܣ,߬
ఛ

଴

ቍߤ݀
௦

଴

௧

଴

− නℎቌݏ, ,ଶ(߬),න݇൫߬ݕ௤ିܣ,߬ ൯(ߤ)ଶݕ௤ିܣ,ߤ
ఛ

଴

ቍ݀߬ߤ݀
௦

଴

ቯ݀ݏ 
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≤ ,ݐ)ܴ‖ܾ ଵݕ‖‖(0 − ଶ‖ஶݕ +
1

Γ(ߙ)ܯ௤,ఉܶఈି௤(ߙ − ଵݕ‖ܮଵି(ݍ −  ଶ‖௒ݕ

+
1

Γ(ߙ)ܯ௤,ఉܶఈି௤(ߙ − ଵݕ‖)]ଵܮଵି(ݍ − ଶ‖௒ݕ + ଵݕ‖ଶܮ −  [ܶ(ଶ‖௒ܶݕ

≤ ,ݐ)ܴ‖ܾ ଵݕ‖‖(0 − ଶ‖௒ݕ +
1

Γ(ߙ)ܯ௤,ఉܶఈି௤(ߙ − ܮ]ଵି(ݍ + ଵ(1ܮ + ଵݕ‖[ܶ(ଶܶܮ −  ଶ‖௒ݕ

≤
1
2
ଵݕ‖ − ଶ‖௒ݕ +

1
2
ଵݕ‖ − ଶ‖௒ݕ ,                                                                                                  

  which implies that‖ݕ ܨଵ − ‖ଶݕ ܨ ≤
ଵ
ଶ
ଵݕ‖ − ଶ‖௒ݕ + ଵ

ଶ
ଵݕ‖ −  .ଶ‖௒ݕ

By the contraction mapping theorem, mapping ܨ has a unique fixed point ݕ ∈ ܵ. This 
fixed point satisfies the integral equation 

(ݐ)ݕ = ,ݐ)ܴ ଴ݑ]௤ܣ(0 − [(ݕ௤ିܣ)݃ +
1

Γ(ߙ)න(ݐ − ,ݐ)௤ܴܣఈିଵ(ݏ ݏ൯݀(ݏ)ݕ௤ିܣ,ݏ൫݂(ݏ
௧

଴

 

+
1

Γ(ߙ)න(ݐ − ,ݐ)௤ܴܣఈିଵ(ݏ (ݏ
௧

଴

නℎቌݏ, ,න݇൫߬,(߬)ݕ௤ିܣ,߬ ൯(ߤ)ݕ௤ିܣ,ߤ
ఛ

଴

ቍߤ݀
௦

଴

 (3.7)       .ݏ݀߬݀

From (3.1), (3.2) and the continuity of ݕ it follow that 
ݐ → ݂൫ିܣ,ݐ௤(ݐ)ݕ൯ 

and  

ݐ → ℎቌݐ, ,ݏන݇൫,(ݏ)ݕ௤ିܣ,ݏ ൯݀߬(߬)ݕ௤ିܣ,߬
௦

଴

ቍ 

are continuous on [0, ܶ], and, hence, there exist constants ଵܰ and ଶܰ such that 
ฮ݂൫ିܣ,ݐ௤(ݐ)ݕ൯ฮ ≤ ଵܰ                                                                               (3.8) 

and 

ቯℎቌݐ, ,ݏන݇൫,(ݏ)ݕ௤ିܣ,ݏ ൯݀߬(߬)ݕ௤ିܣ,߬
௦

଴

ቍቯ ≤ ଶܰ                                                              (3.9) 

 By using the same method as in [20, Theorem 3.2], we can prove that (ݐ)ݕ is locally 
Ḧ݋lder continuous on(0,ܶ]. Then there exist a constant ܥ such that for every ݐᇱ > 0, we 
have 

−(ݐ)ݕ‖ ‖(ݏ)ݕ ≤ ݐ|ܥ −  ,ఊ|ݏ
for all 0 ≤ ᇱݐ ≤ ,ݐ ݏ ≤ ܶ. The local Ḧ݋lder continuity of ݐ → ݂൫ିܣ,ݐ௤(ݐ)ݕ൯ follows from 

ฮ݂൫ିܣ,ݐ௤(ݐ)ݕ൯ − ݂൫ିܣ,ݏ௤(ݏ)ݕ൯ฮ ≤ ݐ|൫ܮ − ణ|ݏ + −(ݐ)ݕ‖  ൯‖(ݏ)ݕ
≤ ݐ|ଵ൫ܥ − ణ|ݏ + ݐ| −  ఊ൯|ݏ

for some ܥଵ > 0 and the local Ḧ݋lder continuity of  

ݐ → ℎቌݐ, ,ݏන݇൫,(ݏ)ݕ௤ିܣ,ݏ ൯݀߬(߬)ݕ௤ିܣ,߬
௦

଴

ቍ 

follows from  
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ቯℎቌݐ, ,ݏන݇൫,(ݏ)ݕ௤ିܣ,ݏ ൯݀߬(߬)ݕ௤ିܣ,߬
௦

଴

ቍ− ℎቌݐ, ߶൯݀(ϕ)ݕ௤ିܣ,߶,ߤන݇൫,(ߤ)ݕ௤ିܣ,ߤ
௦

଴

ቍቯ 

≤ ݏ|ଵ൛ܮ − ణ|ߤ + (ݏ)ݕ‖ − +‖(ߤ)ݕ ݏ|ଶ൫ܮ − ణ|ߤ + |߬ − ߶|ణ + −(߬)ݕ‖  ൯ܶൟ‖(߶)ݕ
≤ ݏ|ଵ൛ܮ − ణ|ߤ + ݏ| − ఊ|ߤ + ݏ|ଷ൫ܮ − ణ|ߤ + |߬ − ߶|ణ + |߬ − ߶|ఊ൯ܶൟ 

for some ܮଷ > 0. Let ݕ be a solution of (3.7). Consider the inhomogeneous initial value 
problem  
݀ఈ(ݐ)ݑ
ఈݐ݀ + (ݐ)ݑ(ݐ)ܣ

= ݂൫ିܣ,ݐ௤(ݐ)ݕ൯ + නℎቌݐ, ,ݏන݇൫,(ݏ)ݕ௤ିܣ,ݏ ൯݀߬(߬)ݕ௤ିܣ,߬
௦

଴

ቍ
௧

଴

 (3.10)    ݏ݀

(0)ݑ  + (ݕ௤ିܣ)݃ =  ଴                                                                  (3.11)ݑ
This problem has a unique solution ݑ ∈  ଵ൫(0,ܶ]:ܺ൯ [21], which is given byܥ

(ݐ)ݑ = ,ݐ)ܴ ଴ݑ](0 − [(ݕ௤ିܣ)݃ +
1

Γ(ߙ)න(ݐ − ,ݐ)ఈିଵܴ(ݏ ݏ൯݀(ݏ)ݕ௤ିܣ,ݏ൫݂(ݏ
௧

଴

 

      +
1

Γ(ߙ)න(ݐ − ,ݐ)ఈିଵܴ(ݏ ,ݏනℎቌ(ݏ ,න݇൫߬,(߬)ݕ௤ିܣ,߬ ߤ൯݀(ߤ)ݕ௤ିܣ,ߤ
ఛ

଴

ቍ݀߬݀ݏ.
௦

଴

௧

଴

  (3.12) 

for ݐ > 0, each term of (3.12) belongs to (ܣ)ܦ and a fortiori in ܦ(ܣ௤). Operating on both 
sides of (3.12) with ܣ௤ we find that 

(ݐ)ݑ௤ܣ = ,ݐ)ܴ ଴ݑ]௤ܣ(0 − [(ݕ௤ିܣ)݃ +
1

Γ(ߙ)න(ݐ − ,ݐ)௤ܴܣఈିଵ(ݏ ݏ൯݀(ݏ)ݕ௤ିܣ,ݏ൫݂(ݏ
௧

଴

 

 +
1

Γ(ߙ)න(ݐ − ,ݐ)௤ܴܣఈିଵ(ݏ ,ݏනℎቌ(ݏ ,න݇൫߬,(߬)ݕ௤ିܣ,߬ ߤ൯݀(ߤ)ݕ௤ିܣ,ߤ
ఛ

଴

ቍ݀߬݀ݏ.
௦

଴

௧

଴

   (3.13) 

From (3.7) the right hand side of (3.13) equals y(t) and therefore u(t) = Aି୯y(t) and 
by (3.12), u is a Cଵ൫(0, T]: X൯ solution of (1.1)− (1.2). The uniqueness of u follows from 
the uniqueness of the solutions of (3.7) and (3.10)− (3.11). Hence, the theorem is 
proved. 

4. CONCLUSION 
In this paper, the existence and uniqueness of mild and classical solutions for the 

nonlinear fractional integrodifferential equation with nonlocal condition are discussed. We 
applied the resolvant operators, the fractional powers of operaters, fixed point technique 
and Gelfand-Shilov principle to establish the existence results. The results presented in 
this paper may be useful in the field of engineering and physics. 
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